
Towards Generalizing 
Machine Learning Models to Detect 
Command and Control Attack Traffic

Lina Gehri(1), Roland Meier(1,2), 

Daniel Hulliger(2), Vincent Lenders(2)

(1) (2)

armasuisse



Husky or wolf?

Pictures: Pixbay



Husky or wolf?

Ribeiro, Singh, Guestrin. “Why should i trust you?” Explaining the predictions of any classifier. KDD 2016



The model works well for most of these images

Ribeiro, Singh, Guestrin. “Why should i trust you?” Explaining the predictions of any classifier. KDD 2016
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But it classifies mostly based on the background

Ribeiro, Singh, Guestrin. “Why should i trust you?” Explaining the predictions of any classifier. KDD 2016
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Can we avoid such biases in 
ML models for network traffic?
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Locked Shields is the largest live-fire 

global cyber defense exercise

Picture: NATO CCDCOE



Locked Shields is the largest live-fire 

global cyber defense exercise

Picture: NATO CCDCOE

▪ Red Team vs. Blue Team exercise

Attackers

1 Team

Defenders

1 Team / country

▪ CnC using Cobalt Strike

▪ Teams get a recording of their traffic



4 years ago, we presented a system 
which uses AI to identify C&C channels



We use datasets from two countries during 
four iterations of Locked Shields

ALS17 14M flows

ALS18 21M flows

ALS19 63M flows

ALS21 52M flows

BLS21 40M flows

Datasets:



We label all flows from or to 
a C&C server as C&C traffic

For each flow:

If (source or destination ∈ )

Then: flow is

Else: flow is

End If

Red Team logs

List of C&C 
servers

normal

C&C
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▪ Random forest model

▪ Maximum tree depth: 10

▪ Number of trees: 128

▪ Trained with 20 features

Our baseline is the best performing model 
from previous work



We trained models for four iterations 
of Locked Shields

LS17 LS18 LS19 LS21 LS21

LS17 0.993 0.966 0.007 0.856 0.215

LS18 0.945 0.993 0.060 0.806 0.167

LS19 0.743 0.928 0.791 0.351 0.000

LS21 0.952 0.918 0.038 0.986 0.158
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We evaluated the models also with 
data from an other country

LS17 LS18 LS19 LS21 LS21

LS17 0.993 0.966 0.007 0.856 0.215

LS18 0.945 0.993 0.060 0.806 0.167

LS19 0.743 0.928 0.791 0.351 0.000

LS21 0.952 0.918 0.038 0.986 0.158
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Training and testing with data from the 
same year leads to good results

LS17 LS18 LS19 LS21 LS21

LS17 0.993

LS18 0.993

LS19 0.791

LS21 0.986

A

A

A

A

A A A A B

Training data

Test data

F1 scores



Testing models in a different year 
leads to lower scores

LS17 LS18 LS19 LS21 LS21

LS17 0.993 0.966 0.007 0.856

LS18 0.945 0.993 0.060 0.806

LS19 0.743 0.928 0.791 0.351

LS21 0.952 0.918 0.038 0.986
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Testing models in the data of a different year 
leads to very low scores

LS17 LS18 LS19 LS21 LS21

LS17 0.993 0.966 0.007 0.856 0.215

LS18 0.945 0.993 0.060 0.806 0.167

LS19 0.743 0.928 0.791 0.351 0.000

LS21 0.952 0.918 0.038 0.986 0.158

A

A

A

A

A A A A B

Training data

Test data

F1 scores
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▪ Locked Shields Gamenet is virtualized

▪ Network conditions can change

▪ Blue Team actions have an impact on the traffic

▪ Red Team can change strategy / configuration

Challenges of transferring models 
to different datasets

[Locked Shields 2013 After Action Report]



Cross-dataset feature analysis and ranking

Feature elimination

Feature ranking

Feature selection

Feature computation



To start, we compute a large number 
of flow-based features

Feature elimination

Feature ranking

Feature selection

Feature computation ▪ We extract ~80 flow-based features

[Flow duration]  [total Fwd Packet]  [total Bwd packets]  

Metadata

▪ Flow direction

▪ L3/L4 protocol

▪ Internal / external

▪ …

Time-related

▪ Flow duration

▪ Packets / s

▪ Inter arrival time

▪ …

Volume-related

▪ Number of packets

▪ Bytes / s

▪ Packet size

▪ …



We remove features that do not 
provide additional information

Feature elimination

Feature ranking

Feature selection

Feature computation ▪ Remove constant features

▪ Remove highly correlated features

▪ Remove features with a low RMI (i.e., features that do not contain 

information about the label)



We rank features through 
recursive feature elimination

Feature elimination

Feature ranking

Feature selection

Feature computation
Train a random forest 

classifier with all features 

Compute the importance 

of each feature

Remove the feature with the 

lowest importance score

Features in increasing

order of importance

Feature X

Feature Y

Feature Z

…



We focus on time-independent features because 
they are less affected by the environment

Feature elimination

Feature ranking

Feature selection

Feature computation Feature Average rank
Rank in 

LS17A

Rank in 

LS18A

Rank in 

LS19A

Rank in 

LS21A

Pkt Len Max 1 8 8 2 5 

Init Fwd Win Byts 2 1 18 4 1 

Fwd Pkt Len Max 3 7 10 9 4 

Bwd Pkt Len Std 4 4 17 8 6 

Pkt Len Var 5 2 11 17 7 

Bwd Pkt Len Max 6 18 14 1 8 

Fwd Pkt Len Std 7 3 13 20 10 

Pkt Len Mean 8 13 5 15 13 

Bwd Header Len 9 9 4 12 23 

Init Bwd Win Byts 10 10 19 7 12 



Flow-based models

Goal is to detect malicious flows

Random forest model 
with 10 or 20 features

Trained on       datasets

We developed two types of models

Host-based models

Goal is to identify infected hosts

Classification using 
the flow-based model 

A
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Generic, 10 Feat.

Generic, 10 t.-i. Feat.

Generic, 20 Feat.

Generic, 20 t.-i. Feat.

We trained models with the top 
10 or 20 (time-independent) features

ATraining 
data

A

A

A



LS17 LS18 LS19 LS21 LS21

Generic, 10 Feat.

Generic, 10 t.-i. Feat.

Generic, 20 Feat.

Generic, 20 t.-i. Feat.

We evaluate the models 
on all available datasets

A

A B

Training 
data

Test data

A A A

A

A

A



LS17 LS18 LS19 LS21 LS21

Generic, 10 Feat. 0.980 0.991 0.426 0.975

Generic, 10 t.-i. Feat. 0.985 0.992 0.554 0.971

Generic, 20 Feat. 0.991 0.992 0.621 0.967

Generic, 20 t.-i. Feat. 0.992 0.993 0.638 0.989

The models generally perform well 
on data of Country A

A

A B

Training 
data

Test data

F1 score

A A A

A

A

A



LS17 LS18 LS19 LS21 LS21

Generic, 10 Feat. 0.980 0.991 0.426 0.975 0.116

Generic, 10 t.-i. Feat. 0.985 0.992 0.554 0.971 0.162

Generic, 20 Feat. 0.991 0.992 0.621 0.967 0.135

Generic, 20 t.-i. Feat. 0.992 0.993 0.638 0.989 0.185

The models do not perform well 
on data of Country B

A

A B

Training 
data

Test data

F1 score

A A A

A

A

A



Detection Rate (%)
(probability that a 
host is reported as 
infected if it is 
infected)

The host-based model identifies 
compromised hosts

Classify a host as infected after X malicious flows



Detection Rate (%)
(probability that a 
host is reported as 
infected if it is 
infected)

Reporting a host as compromised 
after 1 flow is prone to errors

Classify a host as infected after X malicious flows



Detection Rate (%)
(probability that a 
host is reported as 
infected if it is 
infected)

Waiting for multiple malicious flows 
makes the detection more robust

Classify a host as infected after X malicious flows
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Detection Rate (%)
(probability that a 
host is reported as 
infected if it is 
infected)

Waiting for multiple malicious flows 
makes the detection more robust

Classify a host as infected after X malicious flows
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Robust traffic classification across multiple 
environments remains challenging



▪ Automatically generated explanations of ML 
models show problems in the datasets

▪ Example: VPN vs. Non-VPN classification based
on three bytes (that have nothing to do with VPN or 
Non-VPN traffic):

Recently published work shows that many 
models classify based on the “background”



Directions for future research

Better features

Better models

Understand limitations

Better datasets



▪ Today: hard (or impossible) to distinguish between malicious activities 
and “background”

▪ Large synthetic datasets would allow to learn the actual characteristics of 
malicious traffic

▪ Missing labels (attack traffic that is marked as normal traffic) might 
confuse a model

▪ Virtual environments are not representative w.r.t. many features

Directions for future research

Better features

Better models

Understand limitations

Better datasets



▪ Currently, the focus in on flow-based features. But other abstractions would 
provide additional information.

▪ For example: Host-based features to capture periodic connections to CnC
server

Directions for future research

Better features

Better models

Understand limitations

Better datasets



▪ Our focus was on random forest models (as in previous work)

▪ Other types of models might perform better

▪ But main limitation is likely the amount/quality of the datasets

Directions for future research

Better features

Better models

Understand limitations

Better datasets



▪ Currently, we assume that the attackers do not try to circumvent our model

▪ Realistically, attackers would adapt their behavior depending on the defense
tools

▪ Many features can be manipulated 
in order to conceal malicious traffic

Directions for future research

Better features

Better models

Understand limitations

Better datasets

Feature Average rank

Pkt Len Max 1 

Init Fwd Win Byts 2

Fwd Pkt Len Max 3

Bwd Pkt Len Std 4

Pkt Len Var 5

Bwd Pkt Len Max 6

Fwd Pkt Len Std 7

Pkt Len Mean 8

Bwd Header Len 9

Init Bwd Win Byts 10
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Thank you for your attention

Roland Meier, roland.meier@ar.admin.ch




